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Figure 1. Digital vibrons are manifestations of digital objects in the physical world in the form of vibrations. For instance, when picked up and lifted
off of the screen (a), objects turn into invisible, zero-weight digital vibrons that produce vibrations (b). While in the physical world, vibrons can be
transferred to other locations, such as the other hand (c) or placed inside physical containers (d), until they return to their device and resume their
visual representation on screen (e). Digital vibrons are invisible to the eye, have zero weight, yet are detectable by means of localized vibrations.

ABSTRACT
We investigate in this work users’ perceptions of interacting
with invisible, zero-weight digital matter for smart mobile sce-
narios. To this end, we introduce the concept of a digital vibron
as vibrational manifestation of a digital object located outside
its container device. We exemplify gesture-based interactions
for digital vibrons and show how thinking about interactions
in terms of digital vibrons can lead to new interactive expe-
riences in the physical-digital space. We present the results
of a user study that showed high scores of users’ perceived
experience, usability, and desirability, and we discuss users’
preferences for vibration patterns to inform the design of vi-
brotactile feedback for digital vibrons. We hope that this work
will inspire researchers and practitioners to further explore
and develop digital vibrons to design localized vibrotactile
feedback for digital objects outside their smart devices toward
new interactive experiences in the physical-digital space.
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INTRODUCTION
Driven by increased miniaturization, smart mobile and wear-
able devices offer users smaller and smaller active areas for
visualization and interaction [24,26,29]. Consequently, there
is a need for new interaction techniques for users to access in-
formation efficiently on these devices. Researchers have been
addressing this challenge with new soft keyboard designs [13],
assistive stylus input [48], and custom gestures [14,25]. Other
researchers looked beyond the screen and designed interac-
tions with on-screen objects above or around the device [9,12].
The idea of transferring interactions from the device to the
physical space around it was an exciting step forward with
many practical benefits in terms of richer and more flexible
interfaces, but it also brought new challenges for visualizing
digital objects in that space. Researchers have resorted to
spatial augmented reality (s-AR) techniques as workarounds.
Although s-AR research has contributed many techniques to
visualize digital information in the physical world [38], re-
lying on visual representations delivered by video projectors
requires instrumentation of the environment [17,44] or the
need for users to wear s-AR equipment, such as sensors and
projectors [11,22], options not suited for mobile interaction.

We position our work in the context of current research efforts
to design interactions with digital information that users can
operate outside their smart devices [10,36]. In this paper,
we explore a new concept for such interactions: when in
the physical world, digital objects are invisible to the eye,
have zero weight, but manifest their presence with localized
vibrations, until they reach again their container device. For
example, imagine a user performing a more sophisticated
variant of Pick-and-Drop [27] by lifting off an object of the
surface of their smartphone (Figure 1a). The invisible, zero-
weight object starts to vibrate on the user’s fingers to signal
its presence (Figure 1b). Vibrations follow the object in the
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physical world when the object is transferred to the other hand
or placed inside a physical container (Figures 1c,d). Vibrations
stop when the object returns to its native device (Figure 1e).

To formalize and implement such interactions, we introduce
digital vibrons, a concept that we derive in analogy with no-
tions from the physics of condensed matter [47]. In physics,
a vibron denotes a quantum of intramolecular vibration deter-
mined by interactions between atoms’ nuclei. Digital vibrons
are vibrations induced by the presence and behavior of a
digital object leaving its native container (e.g., a smartphone)
as result of some user action, as in Figure 1. Our choice to
represent objects as vibrations finds support in the increased
interest in vibrotactile feedback [9,20,30,31], readily acces-
sible on many commercial wearables at arm-level (Myo1),
wrist-level (smartwatches), or finger-level (Ring Zero2). We
implemented a prototype for digital vibrons that we used to
evaluate and understand users’ perceptions of interacting with
invisible, zero-weight matter, the main focus of this work.

The contributions of this work are as follows: (1) we introduce
the concept of a digital vibron as vibrational manifestation of
a digital object outside its container device; (2) we present
a modular design implementation of digital vibrons, which
we use to (3) examine users’ experience and perceptions of
interacting with invisible digital matter; and (4) we report re-
sults of an elicitation study to inform the design of vibrotactile
feedback for digital vibrons. We hope this work will inspire
researchers and practitioners to explore the opportunities of
digital vibrons to deliver localized vibrotactile feedback for
smart devices, wearables, and augmented spaces and, conse-
quently, to deliver users with new sensory experiences when
interacting with invisible digital matter outside digital devices.

RELATED WORK
We review in this section work on implementing awareness of
virtual objects, we discuss connections between digital vibrons
and tangible [15,16] and imaginary user interfaces [5,10,36],
and we point to relevant work on vibrotactile feedback.

Digital objects in the augmented physical world
Representing digital objects in the physical world has been ex-
amined in the context of augmented reality research [38]. The
majority of approaches in this community rely on visual repre-
sentations of digital objects that are presented on the display
of a handheld device [23,32] or are video projected into the
physical world [17,44]. For example, the approach of Mossel
et al. [23] enabled users to view, select, and manipulate digital
objects in 3-D space using a handheld touch-sensitive display.
Seo and Lee [32] employed depth imaging for markerless hand
tracking and occlusion minimization to detect hand touches
in the augmented physical space. Wilson et al. [44], Jones
et al. [17], and Vatavu [40] are examples of s-AR work that
extended augmented reality video projections and interactions
with digital objects at the level of an entire room.

Besides visual representations, digital objects have also been
materialized as audio and tactile signals [4,28,33,37]. For

1Myo arm-band, https://www.myo.com/
2Ring Zero, http://logbar.jp/ring/en/

instance, Bau and Poupyrev [4] employed the principle of
reverse electro-vibrations to design a wearable device that
modifies the tactile sensation produced by touching a phys-
ical object. Sodhi et al. [33] explored whole-body gestures
to enable users to touch virtual objects and feel their surface
texture. Their system fires rings of air (vortexes) toward the
user’s hands; upon skin hit, vortexes are perceived as tactile
sensation by users. Rekimoto [28] developed a tactile interac-
tion device that exploited human illusory by inducing a virtual
force in any particular spatial direction, without requiring any
mechanical connection to objects on the ground. Tahiroglu
et al. [37] employed both audio and tactile cues delivered by
their prototype implemented with an optical tracking system
and a sensor glove. Lai et al. [19] employed audio feedback to
augment users’ perceived physicality of tactile feedback while
interacting with digital objects.

Tangible and imaginary user interfaces
Ishii and Ullmer [16] introduced tangible user interfaces
(TUIs) that transform physical objects into interfaces for con-
trolling digital content. Later, Ishii et al. [15] described radical
atoms, a vision of interactions with materials that change their
physical properties (e.g., shape, colour, etc.) according to the
digital content they relate to. Together, tangible bits and radi-
cal atoms create means for the digital and physical to connect
in terms of one representing and/or controlling the other. We
connect to these visions in two ways. First, digital vibrons are
physical manifestations of zero-weight physical objects in the
physical space, allowing users to control digital information
in a similar way as Chis do, except that TUIs require physical
objects with non-zero mass and volume to operate. Second,
digital vibrons manifest themselves with localized vibrations,
which create an effect on the user’s skin or into the environ-
ment, much like radical atoms affect the physical properties
of matter; however, in our case, the object producing effects
in the physical world is invisible to the eye.

Gustafson et al. [10] introduced imaginary interfaces, which
are screen-less devices that allow spatial interaction with no
visual feedback. The concept has been examined further for
imaginary devices [36] and imaginary gaming [5]. We connect
to this vision, as digital vibrons are invisible to the eye; how-
ever, while feedback in the imaginary interfaces of Gustafson
et al. [10] takes place in the users’ imagination, feedback
produced by invisible digital vibrons is physical and tangible.

Vibrotactile feedback
Vibrotactile feedback has found many applications, such as in
navigation [21], motor learning [20], or motion guidance [30]
and is extremely useful when visual or audio feedback are
inconvenient or difficult to implement [34]. Adams et al. [1]
found that tactile feedback can increase users’ accuracy of mid-
air gesture articulation and Freeman et al. [9] observed that
perceived task workload decreased due to tactile feedback for
above-device gesture interfaces. Spelmezan et al. [34] showed
that increased cognitive and physical load may have negative
effects on users’ accuracy of detecting complex vibrotactile
patterns. However, well-designed vibrotactile actuation can de-
liver a lot of useful information, such as feedback about inter-
face state [9] or even human motion dynamics [30]. Brewster
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and Brown [7] introduced tactile icons or Tactons, which are
abstract messages that communicate information non-visually.
Tactons are specified by frequency, amplitude, waveform, du-
ration, rhythm, body location, and spatio-temporal patterns.
Schönauer et al. [31] evaluated users’ accuracy of recognizing
vibrotactile patterns and intensities at wrist-level, which they
found to be up to 80% accurate.

We connect to this prior work in the way digital vibrons pro-
duce vibrations on the user’s body or in the environment.
While we rely on prior work to inform practical implementa-
tions of representing objects with vibrations (e.g., what vibra-
tion intensities or patterns to use?; see [31]), our main focus
is understanding users’ perceptions of interacting with matter
that is invisible to the eye, yet detectable on the skin.

DIGITAL VIBRONS: THE CONCEPT
In this section, we describe the concept of digital vibrons by
connecting to notions from the physics of condensed matter.
We set design criteria for digital vibrons that govern their
manifestation and behavior in the physical world.

The properties of all solid matter can be divided into two
main categories, i.e., electrical and vibrational, as matter is
composed of both light and heavy particles, i.e., electrons and
nucleons. While the rapid dynamics of electrons is responsible
for the optical, magnetical, and conductivity properties of a
solid, the slow-motion of atomic nuclei determine a solid’s
vibrational properties [47] (p. ix). Physicists use the term
phonon to denote discrete quasi-particles consisting in the
smallest possible (therefore, indivisible) quantity of crystal
vibrational energy [35] (p. 22). The term vibron has been used
as a synonym for a phonon3.

In this work, we borrow the concept of a vibron and we in-
troduce digital vibrons as manifestations of digital objects in
the physical world, once the objects were removed from their
native container device (e.g., a smartphone) as a result of some
user action. For example, imagine a user touching an object on
a smartphone and lifting it off of the screen (Figure 1a). The
result is that object “entering” the physical world, while seized
into the user’s finger pinch (Figure 1b). When exiting its native
container device and entering the physical world, the object
transforms into a digital vibron that will manifest its presence
with vibrations. In this case, the user will feel vibrotactile
feedback localized on the fingers holding the object. While in
the user’s hand, various manipulations can take place on the
object, such as transfer to the other hand (Figure 1c) or plac-
ing the object into some physical container, such as an empty
box (Figure 1d). Whenever the object changes its location,
vibrations follow it accordingly. For instance, when the object
is placed into the box, vibrations on the fingers stop, but they
start inside the box. Similarly, when the object is picked up
again from the box, vibrations resume on the fingers that hold
the object. Finally, when the user touches the screen again,
vibrations stop as the object has entered its container device
and is now visible on screen (Figure 1e). The journey of the
object in the physical world is now completed. To formalize
this concept, we envisioned a list of features and operations for

3https://en.wiktionary.org/wiki/vibron

digital vibrons, which we then considered as design criteria for
our prototype (see the next section that describes the technical
details of our implementation):

(a) Manifestation of presence. When digital
objects are displayed on the smart device, they
are visible on screen and can be touched di-
rectly. However, when taken out into the phys-
ical world, objects need to manifest their presence in some
other, meaningful way. According to our analogy, objects turn
into digital vibrons that produce vibrations of some predefined
pattern and intensity. For instance, a short 500ms pulse may
encode an image that was picked up from the touch-screen,
while a sequence of three pulses of increasing duration and in-
tensity (e.g., 500ms, 750ms, and 1000ms) may reveal that the
object is a video file. The way in which each object vibrates is
a matter of interface design, but also of user preference.

(b) Detachment. Digital objects can leave
their native device and start their journey into
the physical world. This process takes place
as result of some user action, such as touch-
ing the object on screen and lifting it off of
the screen’s surface. From that point on, the
representation of the digital object ceases to be displayed by
the smart device, and the object turns into a digital vibron that
needs some other way to manifest its presence, see “manifes-
tation of presence” above. Detachment may be implemented
with taps, double taps, finger pinches, or grasp gestures. In
this work, we implemented object detachment using pinch ges-
tures that we felt to deliver an intuitive metaphor for picking
up small objects from the surface of a smartphone’s screen.
For larger objects displayed on horizontal tabletops, other
metaphors might prove more appropriate, such as whole-hand
grasps or bimanual gestures; see, for instance, Wobbrock et
al.’s exploration of users’ preferences for surface gestures [46].

(c) Physical transfer. While in the physical
world, digital objects can be transfered to vari-
ous locations, for example to the other hand or
they can be placed inside a physical container,
such as a box. When an object changes its
location, the new location takes over the ob-
ject’s vibrations. The next section shows how we implemented
physical transfer with our prototype.

(d) Induction. Digital objects end their jour-
ney in the physical world and, consequently,
their manifestation as digital vibrons when
they are put back into their original container
device. From that point on, vibrations stop
and objects resume their visual representa-
tions on screen. Induction may be imple-
mented with a gesture with opposite form and meaning to
the one employed for detachment. In this work, we imple-
mented induction with the finger pinch touching the screen.

These operations also specify properties for digital objects in
the physical world: objects should be manifestable, detach-
able, transferable, and inductable. We used these criteria to
guide the technical design of our prototype; see next section.

https://en.wiktionary.org/wiki/vibron


PROTOTYPE
We designed and implemented a system prototype to demon-
strate and evaluate the digital vibrons concept. Our prototype
consists of three types of hardware and software components
designed to be (a) worn by the user (wearables), (b) attached to
physical objects in the environment (enablers), or (c) installed
on touch-screen smart devices (controllers and visualizers,
implemented in software):

(a) Wearable (actuator worn on finger). A Precision Micro-
drive Pico Vibe vibration motor (model number 304-108)4

attaches to the index finger of the user’s dominant hand using
a small Velcro hook and loop fastener; see Figure 2a. We
chose this specific actuator model due to its small size (4mm
in diameter and 8mm in length), very small weight (1.1g), yet
short rise and stop times (49ms and 76ms, respectively) and
well perceivable vibration speed (10,000rpm). The actuator
was encased in a 3-D printed housing to prevent direct contact
with the actuator’s rotational mass, and a spring was added to
decouple the housing from vibrations in order to maximize the
vibrating effect perceived by users on skin [31]. The total mass
of the actuator and housing setup is under 6g. The actuator is
powered by a control unit implemented around a Spark Core
v1.0 board. We designed the unit to be easily attachable to the
user’s lower arm using a Velcro hook and loop fastener. The
total mass of the unit is 55g.

(b) Wearable (actuator and push button setup worn on hand).
A hardware setup consisting of one actuator (same model
as before) and one small push button (12mm in side-length)
attaches to the palm of the non-dominant hand; see Figure 2b.
The purpose of this setup is to enable users to move digital
objects from one hand to the other. On a first button press,
the actuator starts to vibrate, signaling the fact that the digital
object was successfully transferred to the hand wearing the
setup; on a second press, vibrations stop as the object has left
that location. Note that the push button is merely a simple
way to let our system know that the user has moved the digital
object to the other hand. While we adopted a push button for
rapid prototyping, future versions can easily implement this
trigger using capacitive or ultrasonic proximity sensors. This
setup is controlled by the same Spark Core unit.

(c) Enabler (actuator and push button setup installed in the
environment). To extend digital vibrons to the surrounding
space, a similar setup of actuator and push button attaches to
any physical object in the environment. However, for such
setups, we chose a more powerful Precision Microdrive Pico
Vibe vibration motor (model number 306-109)5 that produces
vibrations at the higher speed of 12,800rpm with a negligible
increase in size (6mm in diameter and 12.2mm in length) and
similar short rise and stop times as the other model (34ms and
80ms, respectively). For our testing, we placed the actuator
inside a plastic box leaving the button on the outside; see
Figure 2c. When the button is pressed, the actuator in the box
starts to vibrate with some predefined pattern, meaning that

4https://catalog.precisionmicrodrives.com/order-parts/
product/304-108-4mm-vibration-motor-8mm-type

5https://catalog.precisionmicrodrives.com/order-parts/
product/306-109-6mm-vibration-motor-12mm-type

Figure 2. Our prototype composed of (a) actuator worn on the index
finger of the dominant hand, (b) actuator and push button for the non-
dominant hand, (c) actuator and push button installed in a box, and (d)
digital objects abstracted as squares of various sizes on the smartphone.

the object is now in the box. On a second press, vibrations
coming from inside the box stop, but they continue on the
actuator placed on the finger that touched the box.

(d) Controller and visualizer (software running on a smart
device). We implemented a custom Java application to visu-
alize digital objects when they are located on a smart device.
We used a Samsung Galaxy S5 smartphone with a screen size
of 130 mm diagonal, 432 dpi, running Android 5.0. Digital
objects are shown abstracted as colored squares of various
sizes; see Figure 2d. The Java application communicates with
the Spark Core control unit via a wireless connection and im-
plements the control logic for all the actuators registered in the
system, according to the locations of the digital objects; e.g.,
the application starts an actuator with appropriate vibration
intensity when a digital object reaches that location and stops
vibrations at that location once the object has left it. Multiple
digital objects can be found at the same location (e.g., the
user has picked up several objects repetitively from the touch-
screen). In that case, objects vibrate one at a time, in the order
in which they were queued.

We controlled actuators at different intensity levels of vibra-
tion, as informed by design guidelines from the literature [31]:
high intensity (corresponding to typical operating amplitude
of 0.85G and voltage of 3V for our actuators), medium in-
tensity (0.55G and 2V) and low intensity (0.2G at 0.9V).
Digital objects were shown on the screen of the smartphone
as squares with three different side-lengths: small (10mm),
medium (17mm), and large (25mm); see Figure 2d. We em-
ployed a one-to-one mapping between the size of the object
and how intense the object vibrates, e.g., larger objects vi-
brate more intense than smaller objects when picked up and
manipulated in the physical world.

Our specific hardware design optimizes mobility and percep-
tion at skin-level receptors [31,39]. The wearable parts of our
prototype (i.e., actuator for the index finger on the dominant
hand, actuator and push button for the non-dominant hand, and
control unit) weigh less than 80g in total (value that is compa-
rable to existing commercial wearables6) and, consequently,
can be worn effortlessly even during prolonged usage.

6For example, the Myo armband weighs 93g and the Samsung Gear
S smartwatch weighs 84g.

https://catalog.precisionmicrodrives.com/order-parts/product/304-108-4mm-vibration-motor-8mm-type
https://catalog.precisionmicrodrives.com/order-parts/product/304-108-4mm-vibration-motor-8mm-type
https://catalog.precisionmicrodrives.com/order-parts/product/306-109-6mm-vibration-motor-12mm-type
https://catalog.precisionmicrodrives.com/order-parts/product/306-109-6mm-vibration-motor-12mm-type


Figure 3. Snapshots of one of the experimental tasks performed by our participants: one square is picked up from the smartphone (left) and placed into
the box next to it (right). From the pick-up moment until the digital object reaches the box, a small actuator attached to the user’s index finger vibrates
to signal that object’s presence in the physical world; when the object is released into the box, vibrations transfer from the finger to the box.

EXPERIMENT
We conducted an experiment to understand people’s percep-
tions of the digital vibrons concept as well as their experience
interacting with digital vibrons implemented in our prototype.

Participants
Twenty participants (8 females) were involved in the exper-
iment. Participants’ ages ranged between 21 and 55 years
(M = 28.5, SD = 9.5). All except one participant used smart-
phones on a daily basis. Two participants were left-handed.

Apparatus
We employed our prototype described in the previous sec-
tion, composed of wearable and enabler setups (actuator and
actuator & push-button), and visualizers on the smartphone.

Task
Participants were introduced to the concept of digital vibrons
and they were presented the functionality of our prototype.
Participants were then encouraged to interact with our proto-
type to experience vibrations produced when digital objects
were lifted off of the smartphone, held in hand, moved to the
other hand, released into the box, and moved back to the smart-
phone. Objects were displayed on the smartphone as colored
rectangles of various sizes. Participants were given freedom to
try out our prototype for as long as they wished and until they
were confident about the way interactions with digital vibrons
worked and felt. (Participants’ actual times spent with our pro-
totype, as we measured later, were between 2 and 11 minutes,
with an average of 4.5 minutes and SD = 2.0 minutes.) At
the end, participants filled in questionnaires collecting their
perceptions and experience of interacting with digital vibrons.

Measures
We employed a set of subjective measures to collect partici-
pants’ perceptions of digital vibrons. Due to the novelty of

our topic (invisible, zero-weight matter), we considered that
an extensive set of measures was needed to capture and char-
acterize in detail the multi-faceted aspects of experience when
interacting with digital vibrons, such as perceived presence,
enjoyment, distractedness, desirability, and usability. In de-
signing our measures, we were inspired by methodology used
by previous work that focused on understanding users’ per-
ceptions of novel interactive technology [41]. We evaluated
the various aspects of user perception using 5-point Likert
scale ratings denoting participants’ degree of agreement with
various statements, as follows:

1. PERCEIVED-PRESENCE, measured on a 5-point Likert scale
as participants’ evaluations of the statement “I think that
vibrations on the hand are useful to indicate the presence
of picked-up objects.” The levels of the Likert scale were:
strongly disagree (1), disagree (2), neither agree nor dis-
agree (3), agree (4), and strongly agree (5).

2. PERCEIVED-PRESENCE (variant), measured on a 5-point
Likert scale as participants’ evaluations of the statement “I
think that vibrations on the box are useful to indicate digital
objects in the physical world.” While the previous measure
evaluates vibrations applied to the hand actively engaged in
the interaction, this second measure asks about vibrations
in the environment, which may not necessarily be related to
the actual task the user is performing at one time.

3. PERCEIVED-AMOUNT, measured on a 5-point Likert scale
as participants’ evaluations of the statement “I think that
vibrations on the hand are useful to indicate the number of
picked-up objects.”

4. PERCEIVED-SIZE, measured on a 5-point Likert scale as
participants’ evaluations of the statement “I think that vi-
brations of various intensities are useful to indicate the size
of picked-up objects.”



5. PERCEIVED-ENJOYMENT, measured on a 5-point Likert
scale as participants’ evaluations of the statement “I think
that vibrations on the hand are enjoyable.”

6. PERCEIVED-DISTRACTEDNESS, measured on a 5-point
Likert scale as participants’ evaluations of the statement “I
think that vibrations on the hand are distracting.”

We also evaluated participants’ desirability to employ our
technology and the perceived usability of digital vibrons with
the following two measures:

7. DESIRABILITY, measured with the Microsoft Reaction
Cards method7 [6]. Participants were asked to describe
digital vibrons using any of a set of 118 selected words with
either positive or negative connotations, such as stimulat-
ing, innovative, unattractive, cutting edge, distracting, fun,
complex, etc.; see Benedek and Miner [6] for description of
the procedure and the complete set of words on the web8.
We evaluate DESIRABILITY by examining the frequencies
of words with positive and negative connotations.

8. PERCEIVED-USABILITY, measured with the System Us-
ability Scale tool (SUS) [8]. SUS consists of 10 statements
for which participants rate their degree of agreement using
5-point Likert scales, and answers are aggregated into a
score ranging from 0 (low usability) to 100 (perfect score).

Next to evaluating participants’ experience with digital vi-
brons, we also wanted to collect their expectations of how
vibrations should feel like for particular objects, e.g., images
or music files. Guessability studies [45] and the agreement rate
methodology [42,43] represent a good approach to discover
and analyze similarities between such users’ expectations. We
ran such a study to discover frequently-occurring mappings
that would lead to discoverable features (e.g., object type)
for digital objects represented as vibrons. To this end, we de-
scribed vibrations to participants as composed of patterns (e.g.,
a series of pulses) of given intensities, for which we demon-
strated three levels with our prototype, i.e., low, moderate,
and high intensity; see the Prototype section for a description
of these levels. Participants were asked to think of suitable
patterns and intensities for the following ten types of digital
objects, common on smart devices: image file, video file, PDF
file, music file, application icon, phone contact, generic ele-
ment from a list, short text, paragraph of text, and graphical
object. We then computed the consensus between participants’
proposals of vibration patterns and intensities for each object
type. The consensus reached by n participants for which pro-
posals π1,π2, ...πn were collected is given by the agreement
rate formula of Vatavu and Wobbrock [42,43]:

AR(r) =

n

∑
i=1

n

∑
j=i+1

[πi = π j]

1
2 n(n−1)

(1)

7Permission is granted to use this Tool for personal, academic and commercial
purposes. If you wish to use this Tool, or the results obtained from the
use of this Tool for personal or academic purposes or in your commercial
application, you are required to include the following attribution: “Developed
by and ©2002 Microsoft Corporation. All rights reserved.”

8Microsoft Product Reaction Cards, http://www.microsoft.com/
usability/UEPostings/ProductReactionCards.doc

where [· = ·] represents Iverson’s bracket notation (see
Knuth [18]) that evaluates to 1 if the condition in the brackets
is satisfied, and to 0 otherwise. For instance, if 11 of 20 par-
ticipants agree that the vibration pattern for a phone contact
should be a short pulse followed by a long pulse, and the rest
9 participants consider that the pattern should be just a long
pulse, the agreement rate over phone contact is AR = .479.
Note that agreement rates take values in the range [0..1] with
0 denoting no agreement between participants (i.e., every par-
ticipant’s proposal for object r is different from the rest) and
a score of 1 denoting perfect agreement (i.e., all participants
suggested the same proposal for object r); see Wobbrock et
al. [45] and Vatavu and Wobbrock [42,43] for more discussion
and examples. The application of the elicitation methodol-
ogy [42,43,45] allowed us to collect two more measures:

9. AGREEMENT-RATE. We compute the consensus (eq. 1)
between participants’ proposals regarding vibration patterns
and their intensities for various types of digital objects.

10. FIT-TO-OBJECT, an average score between 1 (i.e., low fit)
and 5 (i.e., great fit) reflecting participants’ self evaluations
of how well their proposed vibration patterns and intensities
describe various object types.

RESULTS
We analyze in this section participants’ feedback in terms of
their experience and their insights on good mappings between
vibrotactile feedback and various types of digital objects.

Perceived experience
We measured our participants’ perceptions of digital vibrons
using the PERCEIVED-? set of measures (measures 1−6;
see the previous section). Our participants strongly believed
that vibrations were useful to indicate the presence of digi-
tal objects when they enter and transition the physical world
(Mdn = 5 for PERCEIVED-PRESENCE (hand) and Mdn = 4
for PERCEIVED-PRESENCE (world), respectively); see Fig-
ure 4. A Wilcoxon signed-rank test showed that participants
considered vibrations on the hand more indicative of ob-
jects’ presence than vibrations coming from inside the box
(Z =−2.460, p < .05), probably because of the close proxim-
ity of the actuator attached to the hand, but the effect size was

Figure 4. Median values (N = 19)10 of our participants’ perceptions
of digital vibrons, which we collected with 5-point Likert scales. Scale
items were: strongly disagree (1), disagree (2), neither agree nor disagree
(3), agree (4), and strongly agree (5).

10Although N = 20 people participated in our experiment, we lost the re-
sponses of participant P13 to the PERCEIVED-? questions, making our
sample size N = 19 for this analysis.

http://www.microsoft.com/usability/UEPostings/ProductReactionCards.doc
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Figure 5. Word clouds generated from our participants’ selections of words from the Microsoft Reaction Cards [6] to describe digital vibrons: all the
words (N=250, left image) and the top-5 most relevant words (N=70, right image). Note the high frequency of positive words, such as creative, useful,
fun, attractive, or easy to use. NOTE: word clouds were generated with the on-line tool available at http://www.wordle.net.

Figure 6. Agreement rates for participants’ proposals of vibration pat-
terns and intensities for various types of digital objects. NOTES: objects
are shown on the horizontal axis in descending order of participants’
confidence in their proposals; error bars show 95% CIs.

small (r = .064 < .100). We also found a significant positive
correlation between the two presence measures (Spearman’s
ρ(N=19) = .509, p < .05).

Participants also considered that the intensity of vibrations
was useful to indicate the size of picked-up objects (Mdn = 4
for PERCEIVED-SIZE), while vibration patterns were useful to
indicate the number of objects (Mdn = 4 for PERCEIVED-
AMOUNT). There was a significant positive correlation
between these two measures (Spearman’s ρ(N=19) = .528,
p < .05). Vibrations applied to the hand were perceived as
enjoyable (Mdn = 4), while there was neither agreement nor
disagreement overall in terms of vibrations being distracting
(Mdn = 3). Mann-Whitney U tests did not detect any sig-
nificant effect of participants’ GENDER (at p = .05 level of
significance) on any of these measures.

We also measured our participants’ perceptions of the us-
ability of digital vibrons with the System Usability Scale
(SUS) tool. Overall, perceived usability was 75.1 (SD = 12.0,
CI95% = [69.5,80.7]), a value that falls between “good” (73.0)
and “excellent” (85.0) on Bangor et al.’s 7-point adjective
ratings scale [2]. The usability score also falls within the “high
acceptability” range, according to Bangor et al.’s analysis of
SUS scores [3]. A Mann-Whitney U test did not detect any ef-
fect of GENDER on SUS (75.4 for men versus 74.7 for women,
U = 47.500, Z =−.039, p > .05, n.s.).

Our participants employed an average of 12.5 words (SD =
6.4) that they picked from the Microsoft Reaction Cards [6] to
describe their perceptions and experience with digital vibrons.
Figure 5 illustrates two word clouds showing the frequencies
of all the words employed by our participants (left image)
as well as the frequencies of the top-5 most representative
words (right image). The most frequently employed words
to describe digital vibrons were creative (6.4% of all word
choices), fun (6.4%), attractive (4.8%), easy to use (4.8%),
and useful (4.8%), which are all words with positive connota-
tion. Although a novelty bias is expected, words with negative
connotation (stressful, too-technical, uncontrollable and un-
desirable) represent less than 2% of all word choices. This
result that makes us believe that, even after novelty fades out,
perceptions would still remain positive to a great extent. A
Mann-Whitney U test did not detect any effect of GENDER on
the number of words employed by participants (12.5 and 12.5,
U = 47.500, Z =−.039, p > .05, n.s.).

Consensus over vibration patterns
We asked participants to think about vibration patterns that
would describe well object types commonly found on smart-
phones, such as image and music files, phone contacts, short
text paragraphs, etc. We then matched these proposals against
each other and computed agreement rates using eq. 1.

Overall, the agreement rates of vibration patterns were small
and fell between .037 and .216 (M = .094, SD = .052); see
Figure 6. These scores represent either low or medium agree-
ment, according to the recommendations for interpreting agree-
ment magnitudes of Vatavu and Wobbrock [42] (p. 1332).
However, despite their small magnitudes, Vrd tests showed
that all agreement rates were significantly greater than zero (at
either p < .01 or p < .001 levels of significance). We also de-
tected a significant effect of OBJECT-TYPE on AGREEMENT-
RATE (Vrd(9,N=200) = 59.792, p < .001), which shows that
different types of objects influenced participants to think of
different patterns of vibrations. The largest agreement between
our participants over vibration patterns was reached for Image
file (.216), followed by Application icon (.132) and PDF file
(.121). Table 1 lists the most frequent proposals for each ob-
ject type. While most of the proposals were simple consisting
of one pulse of variable duration (i.e., long, medium, or short

http://www.wordle.net


OBJECT TYPE FREQUENT PROPOSALS (PATTERNS) FREQUENT PROPOSALS (INTENSITIES)

Image file long pulse (42%), short pulse (26%) low (58%), moderate (32%)

Video file long pulse (26%), long-long (16%) high (58%), moderate (37%)

PDF file series of (unspecified number of) short vibrations (37%) low (53%), moderate (37%)

Music file long pulse (25%), rhythmic vibration (15%), 3× short pulses (15%) high (63%), moderate (37%)

Application icon medium pulse (37%), short pulse (16%) low (58%), moderate (37%)

Phone contact medium pulse (16%) low (42%), moderate (37%)

Element from list short pulse (21%), long pulse (16%) low (68%)

Short text short pulse (26%), long pulse (16%), 2× short pulses (16%) low (63%)

Paragraph of text medium pulse (16%), short-long (16%) moderate (74%)

Graphical object short pulse (17%), medium pulse (17%), long pulse (17%) moderate (53%), high (37%)

Table 1. Participants’ frequent proposals of vibration patterns and intensities for representing objects as digital vibrons.

pulse), a few were more elaborate, such as three consecutive
short pulses to denote a PDF file, combinations of two pulses
of different duration (e.g., short-long, short-medium, long-
short, etc.), or repeated pulses (e.g., 3 short pulses to denote a
music file object). One participant (P6) was very precise about
the specific duration of each pulse type, such as 500ms for
short, 1000ms for medium, and 2000ms for long pulses.

Agreement rates computed from proposals for vibration in-
tensities were much larger (M = .402, SD = .057), because
participants completed this task by choosing their options from
a list of intensities (low, moderate, and high) that were demon-
strated to participants while they were trying out our prototype.
All agreement rates were significantly greater than zero, as
shown by Vrd tests performed for each object type (p < .001).
We also detected a significant effect of OBJECT-TYPE on
AGREEMENT-RATE (Vrd(9,N=200) = 24.172, p < .010). The
highest agreement was received for Paragraph of text (.500),
Music (.458), and Element from list (.442), all these scores rep-
resenting high agreement levels, according to the guidelines of
interpreting the magnitude of agreement rates recommended
by Vatavu and Wobbrock [42] (p. 1332). Overall, the low in-
tensity was preferred by our participants for 37.3% of the time,
moderate intensity for 38.7%, and high intensity for 24%.

Summary of evaluation results
Evaluation results showed very positive adoption of our con-
cept, with participants appreciating vibrations very useful to
indicate the presence of digital objects in the physical world
as well as object properties (e.g., type, size, etc.). Also, results
of Table 1 represent a good starting point to inform design of
vibrotactile feedback for implementing digital vibrons associ-
ated to various object types. Furthermore, the high frequency
of positive adjectives describing the perceived experience (e.g.,
creative (6.4% of all word choices), fun (6.4%), attractive
(4.8%), useful (4.8%)) are very encouraging and recommend
further exploration of the opportunities offered by the vibrons
concept; the next section points to several such directions.

FUTURE WORK
Digital vibrons are invisible digital matter with the capability
to transform objects from a visual representation into a tactile
one. Working with this idea, a number of future work opportu-
nities can be explored. For instance, deeper formalization of

digital vibrons can be envisaged, e.g., can a theoretical model
be created for digital vibrons by implementing other analogies
with the physics of condensed matter? How do digital vibrons
interact with each other in the physical world? What type of
manipulations (besides moving in space) can take place on in-
visible digital matter? etc. Finding answers to such questions
will create a new framework for thinking about and designing
physical-digital interactions mediated by digital vibrons.

On the technical side, the design of our prototype can also
be improved in several ways, such as by using capacitive or
ultrasonic promixity sensors to replace push buttons and by
enabling wireless communication between actuators and the
control unit. Further development of manifestations of digital
vibrons is envisaged, as inspired by the rich design space of
Tactons [7]. By defining and examining the design space for
digital vibrons, new design decisions can be adopted for imple-
menting interactive prototypes, other than those we adopted
in this work, that would lead to investigations about digital
vibrons into new directions, e.g., implementing continuous
versus intermittent feedback, using other on-body locations
for providing vibrotactile feedback, or imagining different op-
tions for mapping digital objects into vibration properties. We
leave the exploration of such a design space for digital vibrons
as future work. Ultimately, one can imagine a rich software
infrastructure to support various platforms in the form of plug-
ins for commercial devices that deliver vibrotactile feedback,
such as smartwatches, Ring Zero, Myo, etc.

CONCLUSION
We examined in this work users’ perceptions of interacting
with invisible digital matter in the physical space. To this end,
we introduced the concept of digital vibrons as physical vibra-
tional manifestation of zero-weight, invisible matter. The data
that we collected showed that users received very positively
our concept and implementation, which recommends future
exploration of digital vibrons for designing new interfaces for
smart mobile interaction scenarios. We believe that this first
work on digital vibrons has barely scratched the opportunity
of formalizing interactions with invisible, zero-weight digital
matter living outside their smart device containers. We are
eager to see how the community will employ our concepts and
findings to design enriched user interfaces with digital objects
permeating the physical-digital space.



ACKNOWLEDGMENTS
This work was supported from the project PN-II-RU-TE-2014-
4-1187 financed by UEFISCDI, Romania.

REFERENCES
1. Richard J. Adams, Aaron B. Olowin, Blake Hannaford,

and O. Scott Sands. 2011. Tactile data entry for
extravehicular activity. 2011 IEEE World Haptics
Conference, WHC 2011 (2011), 305–310. DOI:
http://dx.doi.org/10.1109/WHC.2011.5945503

2. Aaron Bangor, Philip Kortum, and James Miller. 2009.
Determining What Individual SUS Scores Mean: Adding
an Adjective Rating Scale. Journal of Usability Studies 4,
3 (May 2009), 114–123.
http://dl.acm.org/citation.cfm?id=2835587.2835589

3. Aaron Bangor, Philip T. Kortum, and James T. Miller.
2008. An Empirical Evaluation of the System Usability
Scale. International Journal of Human-Computer
Interaction 24, 6 (2008), 574–594. DOI:
http://dx.doi.org/10.1080/10447310802205776

4. Olivier Bau and Ivan Poupyrev. 2012. REVEL: Tactile
Feedback Technology for Augmented Reality. ACM
Transactions on Graphics 31, 4 (2012), 1–11.

5. Patrick Baudisch, Henning Pohl, Stefanie Reinicke,
Emilia Wittmers, Patrick Lühne, Marius Knaust, Sven
Köhler, Patrick Schmidt, and Christian Holz. 2013.
Imaginary Reality Gaming: Ball Games Without a Ball
(UIST ’13). ACM, New York, NY, USA, 405–410. DOI:
http://dx.doi.org/10.1145/2501988.2502012

6. Joey Benedek and Trish Miner. 2002. Measuring
desirability: New methods for evaluating desirability in a
usability lab setting. In Proceedings of the Usability
Professionals’ Association Conference.
http://www.microsoft.com/usability/uepostings/

desirabilitytoolkit.doc

7. Stephen Brewster and Lorna M. Brown. 2004. Tactons:
Structured Tactile Messages for Non-visual Information
Display (AUIC ’04). Australian Computer Society, Inc.,
Darlinghurst, Australia, Australia, 15–23.
http://dl.acm.org/citation.cfm?id=976310.976313

8. John Brooke. 1996. SUS: A quick and dirty usability
scale. In Usability evaluation in industry, P.W. Jordan,
B. Thomas, B.A. Weerdmeester, and A.L. McClelland
(Eds.). Taylor & Francis, London, 189–194.

9. Euan Freeman, Stephen Brewster, and Vuokko Lantz.
2014. Tactile Feedback for Above-Device Gesture
Interfaces: Adding Touch to Touchless Interactions
(ICMI ’14). ACM, New York, NY, USA, 419–426. DOI:
http://dx.doi.org/10.1145/2663204.2663280

10. Sean Gustafson, Christian Holz, and Patrick Baudisch.
2011. Imaginary Phone: Learning Imaginary Interfaces
by Transferring Spatial Memory from a Familiar Device
(UIST ’11). ACM, New York, NY, USA, 283–292. DOI:
http://dx.doi.org/10.1145/2047196.2047233

11. Chris Harrison, Hrvoje Benko, and Andrew D. Wilson.
2011. OmniTouch: Wearable Multitouch Interaction

Everywhere. In Proceedings of the 24th Annual ACM
Symposium on User Interface Software and Technology
(UIST ’11). ACM, New York, NY, USA, 441–450. DOI:
http://dx.doi.org/10.1145/2047196.2047255

12. Chris Harrison and Scott E. Hudson. 2009. Abracadabra:
Wireless, High-precision, and Unpowered Finger Input
for Very Small Mobile Devices (UIST ’09). ACM, New
York, NY, USA, 121–124. DOI:
http://dx.doi.org/10.1145/1622176.1622199

13. Jonggi Hong, Seongkook Heo, Poika Isokoski, and
Geehyuk Lee. 2015. SplitBoard: A Simple Split Soft
Keyboard for Wristwatch-sized Touch Screens (CHI ’15).
ACM, New York, NY, USA, 1233–1236. DOI:
http://dx.doi.org/10.1145/2702123.2702273

14. Steven Houben, Simon Perrault, and Marcos Serrano.
2015. Bonjour! Greeting Gestures for Collocated
Interaction with Wearables (MobileHCI ’15). ACM, New
York, NY, USA, 1146–1152. DOI:
http://dx.doi.org/10.1145/2786567.2794347

15. Hiroshi Ishii, Dávid Lakatos, Leonardo Bonanni, and
Jean-Baptiste Labrune. 2012. Radical Atoms: Beyond
Tangible Bits, Toward Transformable Materials.
interactions 19, 1 (Jan. 2012), 38–51. DOI:
http://dx.doi.org/10.1145/2065327.2065337

16. Hiroshi Ishii and Brygg Ullmer. 1997. Tangible Bits:
Towards Seamless Interfaces Between People, Bits and
Atoms. In Proceedings of the ACM SIGCHI Conference
on Human Factors in Computing Systems (CHI ’97).
ACM, New York, NY, USA, 234–241. DOI:
http://dx.doi.org/10.1145/258549.258715

17. Brett Jones, Rajinder Sodhi, Michael Murdock, Ravish
Mehra, Hrvoje Benko, Andrew Wilson, Eyal Ofek, Blair
MacIntyre, Nikunj Raghuvanshi, and Lior Shapira. 2014.
RoomAlive: Magical Experiences Enabled by Scalable,
Adaptive Projector-camera Units (UIST ’14). 637–644.
DOI:http://dx.doi.org/10.1145/2642918.2647383

18. Donald E. Knuth. 1992. Two Notes on Notation. Amer.
Math. Monthly 99, 5 (May 1992), 403–422.
http://arxiv.org/abs/math/9205211

19. Chi-Hsia Lai, Matti Niinimäki, Koray Tahiroglu, Johan
Kildal, and Teemu Ahmaniemi. 2011. Perceived
Physicality in Audio-enhanced Force Input (ICMI ’11).
ACM, New York, NY, USA, 287–294. DOI:
http://dx.doi.org/10.1145/2070481.2070533

20. Jeff Lieberman and Cynthia Breazeal. 2007. TIKL:
Development of a Wearable Vibrotactile Feedback Suit
for Improved Human Motor Learning. IEEE Transactions
on Robotics 23, 5 (oct 2007), 919–926. DOI:
http://dx.doi.org/10.1109/TRO.2007.907481

21. Robert W. Lindeman, John L. Sibert, Erick
Mendez-Mendez, Sachin Patil, and Daniel Phifer. 2005.
Effectiveness of Directional Vibrotactile Cuing on a
Building-clearing Task (CHI ’05). ACM, New York, NY,
USA, 271–280. DOI:
http://dx.doi.org/10.1145/1054972.1055010

http://dx.doi.org/10.1109/WHC.2011.5945503
http://dl.acm.org/citation.cfm?id=2835587.2835589
http://dx.doi.org/10.1080/10447310802205776
http://dx.doi.org/10.1145/2501988.2502012
http://www.microsoft.com/usability/uepostings/desirabilitytoolkit.doc
http://www.microsoft.com/usability/uepostings/desirabilitytoolkit.doc
http://dl.acm.org/citation.cfm?id=976310.976313
http://dx.doi.org/10.1145/2663204.2663280
http://dx.doi.org/10.1145/2047196.2047233
http://dx.doi.org/10.1145/2047196.2047255
http://dx.doi.org/10.1145/1622176.1622199
http://dx.doi.org/10.1145/2702123.2702273
http://dx.doi.org/10.1145/2786567.2794347
http://dx.doi.org/10.1145/2065327.2065337
http://dx.doi.org/10.1145/258549.258715
http://dx.doi.org/10.1145/2642918.2647383
http://arxiv.org/abs/math/9205211
http://dx.doi.org/10.1145/2070481.2070533
http://dx.doi.org/10.1109/TRO.2007.907481
http://dx.doi.org/10.1145/1054972.1055010


22. Pranav Mistry, Pattie Maes, and Liyan Chang. 2009.
WUW - Wear Ur World: A Wearable Gestural Interface
(CHI EA ’09). ACM, New York, NY, USA, 4111–4116.
DOI:http://dx.doi.org/10.1145/1520340.1520626

23. Annette Mossel, Benjamin Venditti, and Hannes
Kaufmann. 2013. 3DTouch and HOMER-S: Intuitive
Manipulation Techniques for One-handed Handheld
Augmented Reality (VRIC ’13). ACM, New York, NY,
USA, Article 12, 10 pages. DOI:
http://dx.doi.org/10.1145/2466816.2466829

24. Tao Ni and Patrick Baudisch. 2009. Disappearing Mobile
Devices (UIST ’09). ACM, 101–110. DOI:
http://dx.doi.org/10.1145/1622176.1622197

25. Ian Oakley, DoYoung Lee, MD. Rasel Islam, and
Augusto Esteves. 2015. Beats: Tapping Gestures for
Smart Watches (CHI ’15). ACM, 1237–1246. DOI:
http://dx.doi.org/10.1145/2702123.2702226

26. Reza Rawassizadeh, Blaine A. Price, and Marian Petre.
2014. Wearables: Has the Age of Smartwatches Finally
Arrived? Commun. ACM 58, 1 (Dec. 2014), 45–47. DOI:
http://dx.doi.org/10.1145/2629633

27. Jun Rekimoto. 1997. Pick-and-drop: A Direct
Manipulation Technique for Multiple Computer
Environments (UIST ’97). ACM, New York, NY, USA,
31–39. DOI:http://dx.doi.org/10.1145/263407.263505

28. Jun Rekimoto. 2013. Traxion: A Tactile Interaction
Device with Virtual Force Sensation (UIST ’13). 427–432.
DOI:http://dx.doi.org/10.1145/2501988.2502044

29. Stephan Schlögl, Jelena Buricic, and Matthias Pycha.
2015. Wearables in the Wild: Advocating Real-Life User
Studies (MobileHCI ’15). 966–969. DOI:
http://dx.doi.org/10.1145/2786567.2794312

30. Christian Schönauer, Kenichiro Fukushi, Alex Olwal,
Hannes Kaufmann, and Ramesh Raskar. 2012.
Multimodal Motion Guidance: Techniques for Adaptive
and Dynamic Feedback (ICMI ’12). ACM, 133–140.
DOI:http://dx.doi.org/10.1145/2388676.2388706

31. Christian Schönauer, Annette Mossel, Ionut-Alexandru
Zaiti, and Radu-Daniel Vatavu. 2015. Touch, Movement
& Vibration: User Perception of Vibrotactile Feedback
for Touch and Mid-Air Gestures (INTERACT ’15).
Springer International Publishing, 165–172. DOI:
http://dx.doi.org/10.1007/978-3-319-22723-8_14

32. Dong Woo Seo and Jae Yeol Lee. 2013. Direct hand
touchable interactions in augmented reality environments
for natural and intuitive user experiences. Expert Systems
with Applications 40, 9 (2013), 3784–3793.
http://dx.doi.org/10.1016/j.eswa.2012.12.091

33. Rajinder Sodhi, Ivan Poupyrev, Matt Glisson, and Ali
Israr. 2013. AIREAL: interactive tactile experiences in
free air. ACM Trans. on Graphics 32, 4 (2013), 134.

34. Daniel Spelmezan, Mareike Jacobs, Anke Hilgers, and
Jan Borchers. 2009. Tactile motion instructions for
physical activities (CHI ’09). ACM Press, New York,
New York, USA, 2243. DOI:
http://dx.doi.org/10.1145/1518701.1519044

35. Gyaneshwar P. Srivastava. 1990. The Physics of Phonons.
Taylor & Francis, Abingdon, Great Britain.

36. Christian Steins, Sean Gustafson, Christian Holz, and
Patrick Baudisch. 2013. Imaginary Devices:
Gesture-based Interaction Mimicking Traditional Input
Devices (MobileHCI ’13). ACM, 123–126. DOI:
http://dx.doi.org/10.1145/2493190.2493208

37. Koray Tahiroglu, Johan Kildal, Teemu Ahmaniemi,
Simon Overstall, and Valtteri Wikström. 2012. Embodied
Interactions with Audio-Tactile Virtual Objects in AHNE.
In Proceedings of HAID 2012. 101–110.

38. Bruce H. Thomas. 2012. A Survey of Visual, Mixed, and
Augmented Reality Gaming. Comput. Entertain. 10, 1,
Article 3 (Dec. 2012), 33 pages. DOI:
http://dx.doi.org/10.1145/2381876.2381879

39. Jan B.F. van Erp. 2002. Guidelines for the use of
vibro-tactile displays in human computer interaction. In
Proceedings of Eurohaptics. 18–22.

40. Radu-Daniel Vatavu. 2013. There’s a World Outside Your
TV: Exploring Interactions Beyond the Physical TV
Screen (EuroITV ’13). ACM, 143–152. DOI:
http://dx.doi.org/10.1145/2465958.2465972

41. Radu-Daniel Vatavu. 2015. Audience Silhouettes:
Peripheral Awareness of Synchronous Audience Kinesics
for Social Television (TVX ’15). ACM, 13–22. DOI:
http://dx.doi.org/10.1145/2745197.2745207

42. Radu-Daniel Vatavu and Jacob O. Wobbrock. 2015.
Formalizing Agreement Analysis for Elicitation Studies:
New Measures, Significance Test, and Toolkit (CHI ’15).
ACM, New York, NY, USA, 1325–1334. DOI:
http://dx.doi.org/10.1145/2702123.2702223

43. Radu-Daniel Vatavu and Jacob O. Wobbrock. 2016.
Between-Subjects Elicitation Studies: Formalization and
Tool Support (CHI ’16). ACM, 3390–3402. DOI:
http://dx.doi.org/10.1145/2858036.2858228

44. Andrew Wilson, Hrvoje Benko, Shahram Izadi, and
Otmar Hilliges. 2012. Steerable Augmented Reality with
the Beamatron (UIST ’12). ACM, 413–422. DOI:
http://dx.doi.org/10.1145/2380116.2380169

45. Jacob O. Wobbrock, Htet Htet Aung, Brandon Rothrock,
and Brad A. Myers. 2005. Maximizing the Guessability
of Symbolic Input (CHI EA ’05). ACM, 1869–1872. DOI:
http://dx.doi.org/10.1145/1056808.1057043

46. Jacob O. Wobbrock, Meredith Ringel Morris, and
Andrew D. Wilson. 2009. User-defined Gestures for
Surface Computing (CHI ’09). ACM, New York, NY,
USA, 1083–1092. DOI:
http://dx.doi.org/10.1145/1518701.1518866

47. James P. Wolfe. 2005. Imaging Phonons: Acoustic Wave
Propagation in Solids. Cambridge University Press,
Cambridge, United Kingdom.

48. Haijun Xia, Tovi Grossman, and George Fitzmaurice.
2015. NanoStylus: Enhancing Input on Ultra-Small
Displays with a Finger-Mounted Stylus (UIST ’15).
ACM, New York, NY, USA, 447–456. DOI:
http://dx.doi.org/10.1145/2807442.2807500

http://dx.doi.org/10.1145/1520340.1520626
http://dx.doi.org/10.1145/2466816.2466829
http://dx.doi.org/10.1145/1622176.1622197
http://dx.doi.org/10.1145/2702123.2702226
http://dx.doi.org/10.1145/2629633
http://dx.doi.org/10.1145/263407.263505
http://dx.doi.org/10.1145/2501988.2502044
http://dx.doi.org/10.1145/2786567.2794312
http://dx.doi.org/10.1145/2388676.2388706
http://dx.doi.org/10.1007/978-3-319-22723-8_14
http://dx.doi.org/10.1016/j.eswa.2012.12.091
http://dx.doi.org/10.1145/1518701.1519044
http://dx.doi.org/10.1145/2493190.2493208
http://dx.doi.org/10.1145/2381876.2381879
http://dx.doi.org/10.1145/2465958.2465972
http://dx.doi.org/10.1145/2745197.2745207
http://dx.doi.org/10.1145/2702123.2702223
http://dx.doi.org/10.1145/2858036.2858228
http://dx.doi.org/10.1145/2380116.2380169
http://dx.doi.org/10.1145/1056808.1057043
http://dx.doi.org/10.1145/1518701.1518866
http://dx.doi.org/10.1145/2807442.2807500

	Introduction
	Related work
	Digital objects in the augmented physical world
	Tangible and imaginary user interfaces
	Vibrotactile feedback

	Digital Vibrons: The Concept
	Prototype
	Experiment
	Participants
	Apparatus
	Task
	Measures

	Results
	Perceived experience
	Consensus over vibration patterns
	Summary of evaluation results

	Future work
	Conclusion
	Acknowledgments
	References 

